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Abstract

Updating equations for linear models have been investigated for several years, however they
have been restricted to the models with uncorrelated error structure, or considered for univariate
linear models involving fixed parameters. This paper has considered updating equations for mul-
tivariate linear models with correlated error structure, and outlined updating equations of BLUE
of unknown parameter matrix and residual when parameter, data or index is supplemented. The
formulae are fitted for the cases of both fixed and random parameter matrices.

Keywords: Linear model, updating equation, best linear unbiased estimator (BLUE), min-
imum mean square linear estimator (MMSLE), residual.

AMS Subject Classification: Primary 62J05; secondary 62C05.

§1. Introduction

Consider the univariate linear model {y, X3, 02V}, where the parameters 3 and o?
are unknown and the design matrix X is fixed. The statistical quantities we are inter-
ested in include: the best linear unbiased estimates (BLUES) of the estimable parametric
functions, variance-covariance matrices of such estimates, the residual sum of squares and
the likelihood ratio tests for testable linear hypotheses. With the time going by, some
observations and regression parameters sometimes would have some changes. So we are
primarily concerned with the changes of these statistical quantities when some observa-
tions are appended or deleted, as well as when some regressors are added or dropped. This
is the focus of updating equations for linear models. It may be categorized by additional
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data and/or parameters are added, by whether parameter vector are fixed, random, or
mixed, and by whether the error process is uncorrelated or not.

Updating equations for parameter estimates when parameters are added were consid-
ered for uncorrelated errors and fixed parameter vectors by Cochran (1938) and Quenouille
(1950). The case of additional data but no additional regressors for a fixed parame-
ter vector and uncorrelated errors was analyzed by Plackett (1950) and Young (1984).
McGilchrist and Sandland (1979) extended these results to correlated errors when addi-
tional data are added one at a time. Bhimasankaram and Jammalamadaka (1994) dis-
cussed deletion of a single observation of more than one correlated errors. Haslett (1985)
considered simultaneous addition of more than one correlated datum.

When linear model parameters were random and varied with each update, Anderson
and Moore (1979) studied parameter estimates where there is no correlation between the
error structure from different updates. The methodology, again for uncorrelated errors,
has been extended by Sallas and Harville (1981) to include mixed models, i.e. the linear
models containing both fixed and random effects, all of which are to be estimated.

Haslett (1996) outlined updating equations of some statistical quantities in univariate
linear models where adding parameters and data simultaneously. Jammalamadaka and D.
Sengupta (1999) defined linear zero functions which provided an intuitive way of developing
important results for both cases — nonsingular and singular variance matrices in connection
with the general linear model, and then obtained updating equations when adding or
deleting a set of observations, adding or dropping a group of parameters in the general
linear model.

In this paper, we argue updating equations for multivariate linear model Y = X© +
UFE with correlated error structure. In §2 some necessary preliminaries are listed. In
§3 we outline our main results: updating equations of unknown parameter matrices and

residual matrices when adding parameters, observations or indexes.

§2. Preliminaries
Consider the multivariate linear model

Y11 = X101 + U Ey,
All lines of E; are uncorrelated, with the same variance-covariance matrix (2.1)

Y11 and the mean value is 0,
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where Y71 is an n X p matrix. It is observed matrix in the non-random case, and it is
composed of the mean matrix of the random parameter ©1; and observed matrix in the
random case. ©17 is a fixed or random parameter matrix to be estimated, X1 is a fixed

design matrix, having full-column rank, U; has full-row rank, and 17 > 0.

Theorem 2.1 In the model (2.1), the minimum mean square linear estimator
(MMSLE) of © is
On = (X1, (UiU]) " X10) X7, (7)Y, (2.2)

and the residual is
RSS: = Y{,(U1U]) Y11 — O, X1, (U1 U7) ™1 Ya,
or RSS1 = Y{1(U1U1) ™I = P12, (U0 ™Y, (2.3)

Proof Herein we only prove the results in the non-random case, and the results in
the random case can follow from Lemmas 2.4 and 2.6 (Duncan and Horn, 1972).

We can vectorize the model to be
Vii = (I ® X11)011 + (I @ U))E),
thus the original model is changed into

EY), = (I ® X11)611,

B} (2.4)
VarYi1 =11 ® UlU{.

According to the classical theory of linear model (see Rao (1973)), Model (2.4) has MMSLE
of © given by

én = [(I (= Xn)’(Eu & UlU{)fl(I X X11)]71(I & Xll)l(zll & UlU{)fll?H
= Vec((X1,(UhU7) ' X11) " X1, (UWU7) 1Y),

thus
O11 = (X1 (U1 U]) "' X11) 71X (U1 U]) MYy

Use (UlU{)_1/2 premultiply the model, and then

_

(UlU{)_1/2Y11 = (I X (UlU{)_lﬂXll)@H + (I X (UlU{)_l/QUl)El.
So

-
Var (U U))"Y2Yyy) = (I ® (UWU])200) (310 ® I @ Uj(UUT)~Y?)
= Y11 ®I1,
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then

RSS1 = [(hU7)~ Y2 (Vi1 — X100 [(U1U7) "3 (Yi1 — X11611))]
= Y{,(U1U7) Y11 — 64, X1, (UhU]) Y,

or

RSS; = Y/ (U U)~V2(1 — P(UIU{),WXH)(UlU{)*l/ZYH.

Suppose that Y11 = (y1,- -+ ,¥p), E1 = (e1,--+ ,&p), (X11)ij = 05, then

(E(RSS1))y; = E(i(UiU7)™2(I = Py upy-1/2x,,) (U1U7) ™ 2y;)
= Ete(U{(U107) (1 = Py, ppy 1o, ) (U107]) 7 2Usey)
= t0(I = P, pp)-1/2x,, EOWU]) 20U (UhU7) 12
= O'Z'j(’rl — T’kan).

So
E(RSSl) = (n — TkXH)EH.

§3. Main Results

The original model can generate the following three models when adding parameters,

observations or indexes. Now we discuss updating equations of the three models separately.

(I) Model 1 (additional parameters)

O11

Y1 = (Xq1 @ Xi2) < ) + UL E, (3.1)

21

where Var E1 = X1 > 0, X9 7& 0.
Define that

Ry = (hU) ™' = (U U)X (X (U U)X ) T X (U U)
Loy = X{o(UhU) 7 X1 (X1, (UhU]) 71 Xp) 7, (3.2)
May = X19R11X12.
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Theorem 3.1 In the model (3.1), if X9 is of full-column rank, and R(Xi1) N
R(X12) = {0}, then the MMSLE © = (8, : ©,) is given by

Ou Ou L, 1
- = - M, X19R11Y11, 3.3
<®21> ( 0 ) ( iy 92 X12R11Y1 (3.3)
and the residual RSSs is

RSS; = RSS; — O, X!, R11Yi:. (3.4)

Proof The proof method is similar to Theorem 3.1 of Haslett (1985), so omitted.

For RSSy = RSS1—0), X[y R11Y11, and O, X|yRy1 Y11 = Y/, R X12 M55 X1, Ry Yy >
0, so RSSy < RSS;. This result shows that the addition of paramors improves the precision
of MMSLE of ©.

When (X711 : Xj2) has not full-column rank, we can’t use this formula directly. How-
ever because Xi; has full-column rank, we can combine the columns of X;o with those of
X11. The columns which are linearly independent with columns of Xi; are left, and the
others are replaced with zero vectors. Then (X;; : X12) is changed into (X771 : X7, : 0). At
this time (X1 : Xj5) has full-column rank, and the columns which are linearly dependent

with them can be linearly expressed by them. So these columns are unnecessary, and they
. O11 O11

can be deleted. Thus (X11 : Xi2) turns to (X33 : X7,), and turns to . .
21 21

In this way we don’t lose information, and (Xi; : X75) has full-column rank, so we can

get the updating equations according to the way of this part.

(IT) Model 2 (additional data)

Y, X U
1o\ 11 Oy + 1 B, (3.5)
Yo Xo1 Us
where Var Fy = 311 > 0, Us # 0.
Define that

Ry =Y — Gy Y11, Rp = G X{,(U1U7) 'Yy,
Cy = UUl — UU{G 4, Cg = G%}ZA,
GA = (UlU{)flUlUé, GB = (X{l(UlU{)leu)*lZA,
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U
Theorem 3.2 In Model (3.5), when ( ' ) is of full-row rank,

Us
)=t o G4
i) (UU)!= (thth + c i@, -1,
0 W) ( U Jetens -
s ! n—1 -1 / 1\—1 -1 —1 v (3'7)
(i) (X'(UU)7X)™" = (X1, (UhU7)" ' X11)™' = Ga(Ca + Cp) ™ Gp,
(iii) X'(UU")Y = X1, (UU])"WYa1 + ZaC ;' Ra,
U X Y
where U = ! , X = 1 ,and Y = ).
U Xo1 Yo
Proof It can be proved with a series of inverse operations of matrix. O

Ui

Theorem 3.3 In Model (3.5), if < ) is of full-row rank, then the MMSLE of

Us
©11 is given by

©11 =011+ Gp(Ca+ Cp) ' (Ra — Rp), (3.8)

and the residual RSSs is given by
RSSs = RSS; + (R4 — RB)'(Ca + Cg) ' (Ra — Rp). (3.9)

Proof It’s easy to prove with Theorem 3.2. U
Notice that the equations (3.8) and (3.9) have strong statistics meaning. When 1 =

I,Var(Ry — Rp) = C4+ Cp. When ( ! ) hasn’t full-row rank, we can’t use Theorem

Us
3.3 directly for the conditions of this Theorem are not satisfied. But we can do as just

now combining rows of Us with them of U;. Those rows, linearly independent with them
of U; are left, and the others, linearly dependent with rows of Uy, are replaced with zero

vectors. Then the model will turn to

Y1 X1 U,
Y2*1 = Xékl @11 + Uék E17
0 0 0

U
where ( Ui ) has full-row rank, and the rows linearly dependent with them can be
2

expressed by them. And then the model is changed into

Y] X U
Yo Xo1 Us
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U
with full-row rank Ui . So we can obtain the updating equations using the method
2
of this part.

(IIT) Model 3 (additional index)

(Yn : Ylg) = Xll(@ll : @12) + Ul(El : Eg), (310)
by by
where Var (E; : Ey) = L NG}
Yo1 Yoo

Theorem 3.4 In Model (3.10), the MMSLE © = (O1; : ©15) is given by
6 = (O11 ¢ (X1, (W U]) ™ X11) 7' X{, (ThU]) " Ya2), (3.11)
and the residual RSS; is

RSS; 0 N 0 Y{, Ri1Yi2

BSS:=1 0 Y. RuYi YisRiY:
124011411 124011112

: (3.12)

where Rj; is defined as (3.2).

Proof Because X = X7 and U = U; in Model (3.10) are completely as same as
them in Model (2.1), it’s easy to get the result according to Theorem 2.1. O
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