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#### Abstract

In this paper，precise large deviations of nonnegative，non－identical distributions and negatively associated random variables are investigated．Under certain conditions，the lower bound of the precise large deviations for the non－random sum is solved and the uniformly asymptotic results for the corresponding random sum are obtained．At the same time，we deeply discussed the compound renewal risk model，in which we found that the compound renewal risk model can be equivalent to renewal risk model under certain conditions．The relative research results of precise large deviations are applied to the more practical compound renewal risk model，and the theoretical and practical values are verified．In addition，this paper also shows that the impact of this dependency relationship between random variables to precise large deviations of the final result is not significant．
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## §1．Introduction

Mainstream research on precise large deviation probabilities has been concentrated on the study of the asymptotics $\mathrm{P}(S(t)-\mathrm{E} S(t)>x) \sim \lambda(t) \bar{F}(x)$ ，which holds uniformly for all $x \geqslant \gamma \lambda(t)$ for every fixed $\gamma>0$ as $t \rightarrow \infty$ ．Here $\left\{X_{n}, n \geqslant 1\right\}$ is a sequence of independent，identically distributed（i．i．d．）nonnegative heavy－tailed random variables with common distribution function $F$ and finite expectation $\mu$ ，independent of a process $\{N(t), t \geqslant 0\}$ driven by a sequence of nonnegative，integer－valued r．v．＇s．Assume that $\lambda(t)=\mathrm{E} N(t)<\infty$ for all $t \geqslant 0$ but $\lambda(t) \rightarrow \infty$ ，as $t \rightarrow \infty$ ．All limit relations，unless

[^0]explicitly stated, are for $t \rightarrow \infty$ or consequently for $\lambda(t) \rightarrow \infty . S(t)=\sum_{i=1}^{N(t)} X_{i}, t \geqslant 0$, denote random sum.

For classical works of precise large deviations with heavy tails, we refer the reader to [1-4], while for recent works, we refer to [5-8] among many others.

We say $X$ (or its $\mathrm{df} F$ ) is heavy-tailed if it has no exponential moments. An important subclass of heavy-tailed distributions is $\mathscr{D}$, which consists of all distributions with dominated variation in the sense that the relation $\limsup _{x \rightarrow \infty} \bar{F}(x y) / \bar{F}(x)<\infty$ holds for any $y \in(0,1)$ (or equivalently, for $y=1 / 2$ ). Another slightly smaller subclass is $\mathscr{C}$, which consists of all distributions with consistent variation in the sense that $\lim _{y \searrow 1} \liminf _{x \rightarrow \infty} \bar{F}(x y) / \bar{F}(x)=1$ or, equivalently, $\lim _{y \nearrow 1} \limsup _{x \rightarrow \infty} \bar{F}(x y) / \bar{F}(x)=1$.

Strolling in past literature on precise large deviations, we find that most works were conducted only for independent r.v.'s, though several dealing with non-identically distributed r.v.'s, we refer the reader to [9].

It is their work that motivates our study. We will extend and improve their results in the following directions:

Firstly, we extend the relationship of r.v.'s from the independent case to NA structure (see Definition 1 as below);

Secondly, we do not require that r.v.'s $\left\{X_{k}, k \geqslant 1\right\}$ have the same distribution, which will play an important role in the study of a general compound renewal risk model (see Definition 18 in Section 4), where several types of claims may have potentially different distributions.

As an application of the above results, we will also discuss precise large deviations in general compound renewal risk model.

At the end of this section, we introduce corresponding concept of negative associated.
Definition 1 Random variables $X_{1}, X_{2}, \ldots, X_{k}$ are said to be negatively associated (NA) if for every pair of disjoint subsets $A_{1}, A_{2}$ of $\{1,2, \ldots, k\}$,

$$
\begin{equation*}
\operatorname{Cov}\left\{f_{1}\left(X_{i}, i \in A_{1}\right), f_{2}\left(X_{j}, j \in A_{2}\right)\right\} \leqslant 0, \tag{1}
\end{equation*}
$$

whenever $f_{1}$ and $f_{2}$ are increasing. This dependence structure was first introduced by [10] and [11].

The rest of paper is organized as follows. In Section 2 we introduce some useful lemmas in the paper. The main results are presented in Section 3. In Section 4, we apply our main results to a realistic example (General Compound Renewal Risk Model) and obtain a specific result. Finally the proofs of our results are given in Section 5.

## §2. Preliminaries

We restate the following results that were obtained in the literature of the precise large deviations. We need the following lemmas to prove the main results behind. At first, we cite Theorem 3.1 of [9], which extends the related results of [4] from the identically distributed case to the non-identically distributed case under some extra conditions.

Lemma 2 Let $X,\left\{X_{n}, n \geqslant 1\right\}$ be independent nonnegative r.v.'s with distribution functions $F \in \mathscr{C},\left\{F_{n}, n \geqslant 1\right\}$ and finite expectations $\bar{\mu},\left\{\mu_{n}, n \geqslant 1\right\}$, respectively. Assume that
(i) the distribution functions $\left\{F_{n}, n \geqslant 1\right\}$ and $F$ satisfy Assumption (A):

$$
\lim _{n \rightarrow \infty} \sum_{1 \leqslant k \leqslant n} \bar{F}_{k}(x) /(n \bar{F}(x))=1 \text { holds uniformly for } x \geqslant X_{0} \text {, for some } X_{0}>0 ;
$$

(ii) the expectations $\bar{\mu}$ and $\left\{\mu_{n}, n \geqslant 1\right\}$ satisfy Assumption (B):

$$
\lim _{n \rightarrow \infty} \sum_{1 \leqslant k \leqslant n} \mu_{k} / n=\bar{\mu}<\infty, \quad \text { and } \quad \sup _{n \geqslant 1} \mu_{n}<\infty .
$$

Then, for any fixed $\gamma>0, \mathrm{P}\left(S_{n}-\mathrm{E}\left(S_{n}\right)>x\right) \sim n \bar{F}(x)$ holds uniformly for $x \geqslant \gamma n$, where $S_{n}=\sum_{k=1}^{n} X_{k}$.

In the next Lemma we establish an important asymptotical relation for the tail probabilities of sums of NA r.v.'s.

Lemma 3 Let $\left\{X_{n}, n \geqslant 1\right\}$ be nonnegative NA r.v.'s with common distribution function $F \in \mathscr{C}$ and finite expectation $\mu$. Then, for any fixed $n \geqslant 1$, the relation

$$
\begin{equation*}
\mathrm{P}\left(S_{n}>x\right) \sim n \bar{F}(x) \text { holds as } x \rightarrow \infty \tag{2}
\end{equation*}
$$

Remark 4 The relation (2) is the popularization of Theorem 3.1 and Theorem 3.2 of [6]. Compared with the later, our result is focus on any fixed $n$. Using the same approach as used in the proof of Theorem 4.1 of [4] we can easily obtain the conclusion.

Lemma 5 Let $\left\{X_{k}, k \geqslant 1\right\}$ be NA r.v.'s with distribution functions $\left\{F_{k}, k \geqslant 1\right\}$ and mean vector be 0 , satisfying $\sup _{k \geqslant 1} \mathrm{E}\left(X_{k}^{+}\right)^{r}<\infty$ for some $r>1$. Then for each fixed $\gamma>0$ and $p>0$, there exist positive numbers $v$ and $C=C(v, \gamma)$ irrespective to $x$ and $n$ such that for all $x \geqslant \gamma n$ and $n=1,2, \ldots$,

$$
\mathrm{P}\left(\sum_{1 \leqslant k \leqslant n} X_{k} \geqslant x\right) \leqslant \sum_{1 \leqslant k \leqslant n} \bar{F}_{k}(v x)+C x^{-p} .
$$

Remark 6 In fact, Lemma 5 is a modification of Lemma 2.3 of [6]. We just need give some modifications as following:
(i) $n \bar{F}(v x)$ in [6] is replaced by $\sum_{k=1}^{n} \bar{F}_{k}(v x)$;
(ii) $h^{\prime}=(v x)^{-1} \log \left(v^{q-1} x^{q} /\left[n \mathrm{E}\left(X_{1}^{+}\right)^{q}\right]+1\right)$ in [6] is replaced by

$$
h=(v x)^{-1} \log \left(v^{q-1} x^{q} / \sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{+}\right)^{q}+1\right) ;
$$

(iii) $C^{\prime}=\sup _{x \geqslant 0} \exp \left\{1 / v+v^{q-1} x^{q} \bar{F}(v x) / \mathrm{E}\left(X_{1}^{+}\right)^{q}\right\}\left(v^{q-1} \gamma / \mathrm{E}\left(X_{1}^{+}\right)^{q}\right)^{-1 /(2 v)}<\infty$ in [6] is replaced by

$$
C=\sup _{x \geqslant 0} \exp \left\{\frac{1}{v}+v^{q-1} x^{q} \sum_{k=1}^{n} \bar{F}_{k}(v x) / \sum_{k=1}^{n} \mathrm{E}\left(X_{k}^{+}\right)^{q}\right\}\left(v^{q-1} \gamma / \max _{1 \leqslant k \leqslant n} \mathrm{E}\left(X_{k}^{+}\right)^{q}\right)^{-1 /(2 v)}<\infty .
$$

This lemma will be used in deriving the lower bound of the large-deviation probabilities in the proof of Theorem 15.

Lemma 7 and Lemma 8 can be found in [4]. These inequalities will play a key role in the proof of Theorem 15.

Lemma 7 For a distribution function $F \in \mathscr{D}$ with a finite expectation, $1 \leqslant \gamma_{F}<\infty$ and as $x \rightarrow \infty, x^{-p}=o(\bar{F}(x))$ for any $p>\gamma_{F}$.

Lemma 8 For a distribution function $F \in \mathscr{D}$ and every $\rho>\gamma_{F}$, there exist positive $x_{0}$ and $B$ such that, for all $\theta \in(0,1]$ and all $x \geqslant \theta^{-1} x_{0}, \bar{F}(\theta x) / \bar{F}(x) \leqslant B \theta^{-\rho}$.

Lemmas 9 and 10 are reformulations of Lemmas 3.3 and 3.5 of [3]. We will need these two lemmas in the later part of this paper.

Lemma 9 Let $\{\zeta(t), t \geqslant 0\}$ be a stochastic process with a common expectation $\mathrm{E} \zeta(t)=1$. If for any fixed $\delta>0, \mathrm{E} \zeta(t) I_{\{\zeta(t)>1+\delta\}}=o(1)$, then $\zeta(t) \xrightarrow{\mathrm{P}} 1$.

Lemma 10 Suppose $\left\{Y_{n}, n \geqslant 1\right\}$ is a sequence of i.i.d. non-negative r.v.'s with a common mean $\mathrm{E} Y_{1}=1 / \lambda$, constituting a renewal counting process $\{N(t), t \geqslant 0\}$. We have for any positive constants $\delta$ and $m, \sum_{k>(1+\delta) \lambda(t)} k^{m} \mathrm{P}(N(t)=k)=o(1)$.

Next, we give three useful lemmas, which are the popularization and application of Theorem 1 in [12], Lemma 2.3 in [13] and Lemma 3.2 of [14] respectively. These inequalities will play a key role in the proof of Theorem 15 and Theorem 16.

Lemma 11 Let $\left\{X_{n}, n \geqslant 1\right\}$ be NA r.v.'s with distribution functions $\left\{F_{n}, n \geqslant 1\right\}$, $x>0$ be any positive constant, and let $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ be any set of positive numbers. Then
for $y>\max _{1 \leqslant k \leqslant n}\left\{y_{k}\right\}$ and $0<t \leqslant 1$, we have

$$
\mathrm{P}\left(S_{n}>x\right) \leqslant \sum_{k=1}^{n} \mathrm{P}\left(X_{k} \geqslant y_{k}\right)+P_{1}
$$

where

$$
P_{1}=\exp \left\{\frac{x}{y}-\frac{x}{y} \ln \left[x y^{t-1} /\left(\sum_{k=1}^{n} \int_{0}^{y_{k}} u^{t} \mathrm{~d} F_{k}(u)\right)+1\right]\right\}
$$

Lemma 12 Let $\left\{X_{n}, n \geqslant 1\right\}$ be NA r.v.'s with distribution functions $\left\{F_{n}, n \geqslant 1\right\}$ and finite expectations $\left\{\mu_{n}, n \geqslant 1\right\}$, and let $\{N(t), t \geqslant 0\}$ be a stochastic process generated by non-negative integer-valued r.v.'s independent of the sequence $\left\{X_{n}, n \geqslant 1\right\}$. Assume that
(i) the expectations $\left\{\mu_{n}, n \geqslant 1\right\}$ satisfy that for some $\bar{\mu}<\infty, \lim _{n \rightarrow \infty} n^{-1} \sum_{k=1}^{n} \mu_{k}=\bar{\mu}$;
(ii) the stochastic process $N(t)$ satisfies that $N(t) / \lambda(t) \xrightarrow{\mathrm{P}} 1$, as $t \rightarrow \infty$.

Then $\mathrm{E} S(t) \sim \bar{\mu} \lambda(t)$, i.e. $\mathrm{E} S(t)=\bar{\mu} \lambda(t)(1+o(1))$.
Lemma 13 Let $\left\{X_{n}, n \geqslant 1\right\}$ be NA non-negative r.v.'s with common distribution function and finite expectation $\mu$. Then, for all $v>0, x>0$ and $n \geqslant 1, \mathrm{P}\left(S_{n}>x\right) \leqslant$ $n \bar{F}(x / v)+(\mathrm{e} \mu n / x)^{v}$.

Remark 14 In fact, all the work that we need to do is just changing the independence property among the r.v.'s $\left\{X_{n}, n \geqslant 1\right\}$ which appears in Theorem 1 of [12], Lemma 2.3 of [13] and Lemma 3.2 of [14] into negative associated structure. However, this kind of change of relationships will not effect the final result at all.

## §3. Main Results

Based on Lemma 2, we hope to obtain more results under relatively relaxed conditions. For nonnegative r.v.'s $\left\{X_{n}, n \geqslant 1\right\}$ with distributions $\left\{F_{n}, n \geqslant 1\right\}$, we need the following condition: there exists a proper distribution $F$ on $[0, \infty)$ and $0<\alpha<\beta<\infty$ such that

$$
\begin{equation*}
\alpha=\liminf _{x \rightarrow \infty} \inf _{n \geqslant 1} \bar{F}_{n}(x) / \bar{F}(x) \leqslant \limsup _{x \rightarrow \infty} \sup _{n \geqslant 1} \bar{F}_{n}(x) / \bar{F}(x)=\beta \tag{3}
\end{equation*}
$$

The following theorem is a result about precise large deviations of nonrandom sum:
Theorem 15 Let $\left\{X_{n}, n \geqslant 1\right\}$ be a sequence of nonnegative NA r.v.'s with distribution functions $\left\{F_{n}, n \geqslant 1\right\}$ and finite expectations $\left\{\mu_{n}, n \geqslant 1\right\} ; X$ be a nonnegative random variable with a distribution function $F \in \mathscr{C}$ and a finite expectation $\bar{\mu}$. Assume that
(i) the distribution functions $\left\{F_{n}, n \geqslant 1\right\}$ and $F$ satisfy (3);
（ii）the expectations $\bar{\mu}$ and $\left\{\mu_{n}, n \geqslant 1\right\}$ satisfy Assumption（B）in Lemma 2.
Then，for any fixed $\gamma>0$ ，

$$
\begin{equation*}
\alpha \leqslant \liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \frac{\mathrm{P}\left(S_{n}-\mathrm{E}\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leqslant \limsup _{n \rightarrow \infty} \sup _{x \geqslant \gamma n} \frac{\mathrm{P}\left(S_{n}-\mathrm{E}\left(S_{n}\right)>x\right)}{n \bar{F}(x)} \leqslant \beta \tag{4}
\end{equation*}
$$

where $S_{n}=\sum_{k=1}^{n} X_{k}$ ．
Based on Theorem 15，we have the asymptotic results for random sum as follows：
Theorem 16 Let $\left\{X_{n}, n \geqslant 1\right\}$ be a sequence of nonnegative NA r．v．＇s with distribu－ tion functions $\left\{F_{n}, n \geqslant 1\right\}$ and finite expectations $\left\{\mu_{n}, n \geqslant 1\right\} ; X$ be a nonnegative random variable with a distribution function $F \in \mathscr{C}$ and a finite expectation $\bar{\mu}$ ．Assume that
（i）the distribution functions $\left\{F_{n}, n \geqslant 1\right\}$ and $F$ satisfy（3）；
（ii）the expectations $\bar{\mu}$ and $\left\{\mu_{n}, n \geqslant 1\right\}$ satisfy Assumption（B）in Lemma 2；
（iii）$\{N(t), t \geqslant 0\}$ is a non－negative and integer－valued process independent of $\left\{X_{n}, n \geqslant\right.$ $1\}$ ，and satisfies Assumption I： $\mathrm{E} N^{p}(t) I_{\{N(t)>(1+\delta) \lambda(t)\}}=O(\lambda(t))$ ．

Then，for any fixed $\gamma>0$ ，

$$
\begin{equation*}
\alpha \leqslant \liminf \inf _{x \geqslant \gamma \lambda(t)} \frac{\mathrm{P}(S(t)-\mathrm{E}(S(t))>x)}{\lambda(t) \bar{F}(x)} \leqslant \limsup _{t \rightarrow \infty} \sup _{x \geqslant \gamma \lambda(t)} \frac{\mathrm{P}(S(t)-\mathrm{E}(S(t))>x)}{\lambda(t) \bar{F}(x)} \leqslant \beta \tag{5}
\end{equation*}
$$

## §4．Application to General Compound Renewal Risk Model

In this section，we provide a realistic application（Compound Renewal Risk Model）of Theorem 16．Tang et al．${ }^{[3]}$ studied the precise large deviations in the compound renewed model，the model is as follows：

## Definition 17 The Compound Renewal Risk Model

（a）the individual claim sizes $\left\{X_{n}, n \geqslant 1\right\}$ are i．i．d．nonnegative r．v．＇s with a common distribution function $F$ and a finite mean $\mu=\mathrm{E} X_{1}$ ；
（b）the accident inter－arrival times $\left\{Y_{n}, n \geqslant 1\right\}$ are i．i．d．non－negative r．v．＇s with a finite mean $\mathrm{E} Y_{1}=1 / \lambda$ ，independent of $\left\{X_{n}, n \geqslant 1\right\}$ ；
（c）the number of accidents in the interval $[0, t]$ is denoted by $\tau(t)=\sup \left\{n \geqslant 1: T_{n} \leqslant t\right.$ ， $t \geqslant 0\}$ ，where $T_{n}=\sum_{i=1}^{n} Y_{i}, n \geqslant 1$ ，denote the arrival time of the $n$th accident；the
number of individual claims caused by the $n$th accident is a non-negative, integer-valued r.v. $Z_{n}$, and $\left\{Z_{n}, n \geqslant 1\right\}$ constitutes a process of i.i.d. r.v.'s with a common $\mathrm{df} W$, independent of $\left\{X_{n}, n \geqslant 1\right\}$ and $\left\{Y_{n}, n \geqslant 1\right\}$;
(d) the total number of claims up to time $t$ is given by $N^{\prime}(t)=\sum_{i=1}^{\tau(t)} Z_{i}, t \geqslant 0$; the total claim amount process $\left\{S^{\prime}(t), t \geqslant 0\right\}$ is defined by

$$
\begin{equation*}
S^{\prime}(t)=\sum_{i=1}^{N^{\prime}(t)} X_{i} . \tag{6}
\end{equation*}
$$

For more details in compound renewal risk model, Tang et al. ${ }^{[3]}$ proved the precise large deviations results, while Kaas and Tang ${ }^{[5]}$ proved again the precise large deviations results when the number of individual claims $\left\{Z_{n}, n \geqslant 1\right\}$ in Definition 17 are ND structure. Based on Definition 17 and Equation (3), we introduce the following more realistic model in the context of insurance.

Definition 18 The General Compound Renewal Risk Model is given by conditions (b) -(d) in Definition 17 and
( $\mathrm{a}^{\prime}$ ) the individual claim sizes $\left\{X_{n}, n \geqslant 1\right\}$ are NA non-negative r.v.'s with a finite mean vector $\boldsymbol{\mu}=\left(\mathrm{E} X_{1}, \mathrm{E} X_{2}, \ldots, \mathrm{E} X_{n}, \ldots\right)$;
(e) the individual claim sizes $\left\{X_{n k}, 1 \leqslant k \leqslant Z_{n}\right\}$ caused by the $n$th accident with common distribution $F_{n}$ and finite expectation $\mu_{n}$ for every fixed $n, n \geqslant 1$.

Generally speaking, however, it describes a more realistic risk model since the random sum (6) is equal to

$$
\begin{equation*}
S^{\prime}(t)=\sum_{n=1}^{\tau(t)} \sum_{k=1}^{Z_{n}} X_{n k}=\sum_{k=1}^{Z_{1}} X_{1 k}+\sum_{k=1}^{Z_{2}} X_{2 k}+\cdots+\sum_{k=1}^{Z_{\tau(t)}} X_{\tau(t) k}=\sum_{n=1}^{\tau(t)} A_{n}, \tag{7}
\end{equation*}
$$

where $A_{n}=\sum_{k=1}^{Z_{n}} X_{n k}, 1 \leqslant n \leqslant \tau(t)$. From [11], the increasing functions defined on disjoint subsets of a set of NA r.v.'s are NA, we know that $\left\{A_{n}, n \geqslant 1\right\}$ are NA non-negative r.v.'s with distribution functions $\left\{G_{n}, n \geqslant 1\right\}$. We have the asymptotic result for random sum (7) as follows:

Theorem 19 In the general compound renewal risk model, let $F, F_{n} \in \mathscr{C}, n \geqslant 1$ satisfy relation (3), and $\mathrm{E} Z_{1}^{p}<\infty$ for some $p>1$. Then, for any fixed $\gamma>0$,

$$
\begin{equation*}
\alpha \leqslant \liminf _{t \rightarrow \infty} \inf _{x \geqslant \gamma \lambda^{\prime}(t)} \frac{\mathrm{P}\left(S^{\prime}(t)-\mathrm{E}\left(S^{\prime}(t)\right)>x\right)}{\lambda^{\prime}(t) \bar{F}(x)} \leqslant \limsup _{t \rightarrow \infty} \sup _{x \geqslant \gamma \lambda^{\prime}(t)} \frac{\mathrm{P}\left(S^{\prime}(t)-\mathrm{E}\left(S^{\prime}(t)\right)>x\right)}{\lambda^{\prime}(t) \bar{F}(x)} \leqslant \beta, \tag{8}
\end{equation*}
$$

where $\lambda^{\prime}(t)=E N^{\prime}(t)$ and $S^{\prime}(t)=\sum_{i=1}^{\tau(t)} A_{i}$ ．
Proof Since $\left\{A_{n}, n \geqslant 1\right\}$ are NA non－negative r．v．＇s with distribution functions $\left\{G_{n}, n \geqslant 1\right\}$ ，we know that $S^{\prime}(t)$ is random sum of nonnegative NA r．v．s $\left\{A_{n}, n \geqslant 1\right\}$ ． Combining $\mathrm{E} A_{n}=\mu_{n} \mathrm{E} Z_{1}$ and Assumption（B）we can easily see that Assumption（B）in Theorem 16 are satisfied for $\left\{A_{n}, n \geqslant 1\right\}$ ．Using Lemma 10 we know that renewal counting process $\tau(t)$ satisfies Assumption I in Theorem 16．To complete the proof of Theorem 19， we need to verify that $G_{n}, n \geqslant 1$ satisfy relation（3）．So we only need to verify that for all $i \geqslant 1$ ，there exist some $C_{i}>0$ ，such that $\bar{G}_{i}(x) \sim C_{i} \bar{F}_{i}(x)$ as $x \rightarrow \infty$ ．

For all $v>0, x>0$ and $n \geqslant 1$ ，using Lemma 13，we know that

$$
\mathrm{P}\left(\sum_{1 \leqslant k \leqslant n} X_{i k}>x\right) \leqslant n \bar{F}_{i}(x / v)+(\mathrm{e} \mu n / x)^{v}, \quad \text { for } n \geqslant 1 .
$$

Let $v=p$ ，where $p>\gamma_{F} \geqslant 1$ ，for all large $n$ ，we have

$$
\begin{aligned}
\mathrm{P}\left(\sum_{1 \leqslant k \leqslant n} X_{i k}>x\right) & \leqslant n \bar{F}_{i}(x / v)+(\mathrm{e} \mu n / x)^{v} \leqslant n B_{i} p^{\rho} \bar{F}_{i}(x)+(\mathrm{e} \mu)^{p} n^{p} \bar{F}_{i}(x) \\
& \leqslant 2 C_{i 0} n^{p} \bar{F}_{i}(x)
\end{aligned}
$$

where $C_{i 0}$ is a positive number irrespective to $x$ and $n$ ，we use Lemma 7 and Lemma 8 in the second inequality．

Since $\mathrm{E} Z_{1}^{p}<\infty$ ，by the dominated convergence theorem，we have

$$
\begin{align*}
\lim _{x \rightarrow \infty} \frac{\bar{G}_{i}(x)}{\bar{F}_{i}(x)} & =\lim _{x \rightarrow \infty}\left\{\left[\sum_{n=1}^{\infty} \mathrm{P}\left(\sum_{k=1}^{n} X_{i k}>x\right)\right] / \bar{F}_{i}(x)\right\} \mathrm{P}\left(Z_{i}=n\right) \\
& =\sum_{n \geqslant 1} \lim _{x \rightarrow \infty}\left\{\left[\mathrm{P}\left(\sum_{k=1}^{n} X_{i k}>x\right)\right] / \bar{F}_{i}(x)\right\} \mathrm{P}\left(Z_{1}=n\right) \\
& =\sum_{n \geqslant 1} n \mathrm{P}\left(Z_{1}=n\right)=\mathrm{E} Z_{1} . \tag{9}
\end{align*}
$$

Using（9）we have

$$
\begin{equation*}
\alpha \mathrm{E} Z_{1}=\liminf _{x \rightarrow \infty} \inf _{n \geqslant 1} \bar{G}_{n}(x) / \bar{F}(x) \leqslant \limsup _{x \rightarrow \infty} \sup _{n \geqslant 1} \bar{G}_{n}(x) / \bar{F}(x)=\beta \mathrm{E} Z_{1} . \tag{10}
\end{equation*}
$$

So，using Theorem 16 we have that，for any fixed $\gamma>0$ ，

$$
\begin{align*}
\alpha \mathrm{E} Z_{1} & \leqslant \liminf _{t \rightarrow \infty} \inf _{x \geqslant \gamma \mathrm{E} \tau(t)} \frac{\mathrm{P}\left(S^{\prime}(t)-\mathrm{E}\left(S^{\prime}(t)\right)>x\right)}{\mathrm{E} \tau(t) \bar{F}(x)} \\
& \leqslant \limsup _{t \rightarrow \infty} \sup _{x \geqslant \gamma \mathrm{E} \tau(t)} \frac{\mathrm{P}\left(S^{\prime}(t)-\mathrm{E}\left(S^{\prime}(t)\right)>x\right)}{\mathrm{E} \tau(t) \bar{F}(x)} \leqslant \beta \mathrm{E} Z_{1} . \tag{11}
\end{align*}
$$

Combining（11）and $\lambda^{\prime}(t)=\mathrm{E} Z_{1} \mathrm{E} \tau(t)$ we have（8），then the proof of Theorem 19 is completed．

## §5. Proofs

### 5.1 The Proof of Theorem 15

Proof We modify the proof of Theorem 15 in [4]. At first, we estimate the lower bound. For any $\lambda>1$,


$$
\begin{align*}
& \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) \\
\geqslant & \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x, \max _{1 \leqslant j \leqslant n} X_{j}>\lambda x\right) \\
\geqslant & \sum_{1 \leqslant j \leqslant n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x, X_{j}>\lambda x\right)-\sum_{1 \leqslant j<l \leqslant n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x, X_{j}>\lambda x, X_{l}>\lambda x\right) \\
\geqslant & \sum_{1 \leqslant j \leqslant n} \mathrm{P}\left(S_{n}-X_{j}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>(1-\lambda) x, X_{j}>\lambda x\right)-\left(\sum_{1 \leqslant j \leqslant n} \bar{F}_{j}(\lambda x)\right)^{2} \\
\geqslant & \sum_{1 \leqslant j \leqslant n} \bar{F}_{j}(\lambda x)\left(1-\sum_{j \leqslant k \leqslant n} \bar{F}_{k}(\lambda x)\right)-\sum_{1 \leqslant j \leqslant n} \mathrm{P}\left(S_{n}^{(j)}-\sum_{1 \leqslant k \leqslant n} \mu_{k} \leqslant(1-\lambda) x\right), \tag{12}
\end{align*}
$$

where $S_{n}^{(j)}=\sum_{1 \leqslant k \neq j \leqslant n} X_{k}$. Here we use the NA r.v.'s property (see Property $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ of [11]) in the second inequality, use an elementary inequality $\mathrm{P}(A B) \geqslant \mathrm{P}(B)-\mathrm{P}\left(A^{c}\right)$ for all events $A$ and $B$ in the third inequality. For any $\delta_{1}>0$, using Assumption (A), for all large $x$ and for all $k, k \geqslant 1$, we have that

$$
\begin{equation*}
\left(1-\delta_{1}\right) \alpha \bar{F}(x) \leqslant \bar{F}_{k}(x) \leqslant\left(1+\delta_{1}\right) \beta \bar{F}(x) \tag{13}
\end{equation*}
$$

We estimate the second term in (12), for all large $x, x \geqslant X_{0}$, we have

$$
\mathrm{P}\left(S_{n}^{(j)}-\sum_{1 \leqslant k \leqslant n} \mu_{k} \leqslant(1-\lambda) x\right) \leqslant \mathrm{P}\left(\sum_{1 \leqslant k \neq j \leqslant n}\left(\mu_{k}-X_{k}\right) \geqslant(\lambda-1) x / 2\right)
$$

By NA r.v.'s property (see [14] and Definition 2.3 of [11]), the r.v.'s $\left\{\mu_{k}-X_{k}, k \geqslant 1\right\}$ are still NA. Then for arbitrarily fixed $\gamma>0$ and $p>\gamma_{F}$, by Lemma 5 there exist positive constants $v_{0}$ and $C$ irrespective to $x$ and $n$ such that the inequality

$$
\begin{aligned}
\mathrm{P}\left(\sum_{1 \leqslant k \neq j \leqslant n}\left(\mu_{k}-X_{k}\right) \geqslant(\lambda-1) x / 2\right) & \leqslant \sum_{1 \leqslant k \neq j \leqslant n} \mathrm{P}\left(\mu_{k}-X_{k} \geqslant(\lambda-1) x /\left(2 v_{0}\right)\right)+C x^{-p} \\
& \leqslant \sum_{1 \leqslant k \leqslant n} F_{k}\left(-(\lambda-1) x /\left(4 v_{0}\right)\right)+C x^{-p}
\end{aligned}
$$

holds for all $x \geqslant \gamma n$ and $n \geqslant 1$. Using the fact that $\left\{X_{n}, n \geqslant 1\right\}$ be non-negative r.v.'s and Lemma 7, we know that

$$
\begin{equation*}
\mathrm{P}\left(S_{n}^{(j)}-\sum_{1 \leqslant k \leqslant n} \mu_{k} \leqslant(1-\lambda) x\right)=o(\bar{F}(\lambda x)) . \tag{14}
\end{equation*}
$$

Plugging (13) and (14) into (12) yields that

$$
\mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) \geqslant\left(1-\delta_{1}\right) \alpha n \bar{F}(\lambda x)\left(1-\left(1+\delta_{1}\right) \beta n \bar{F}(\lambda x)\right)-\delta_{1}(n \bar{F}(\lambda x)) .
$$

Let $\delta_{1} \downarrow 0$, we have

$$
\liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) /(n \bar{F}(\lambda x)) \geqslant \liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \alpha(1-\beta n \bar{F}(\lambda x)) .
$$

Hence, we have

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) /(n \bar{F}(x)) \\
\geqslant & \left(\liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \alpha(1-\beta n \bar{F}(\lambda x))\right) \liminf _{x \rightarrow \infty} \bar{F}(\lambda x) / \bar{F}(x)=\alpha \liminf _{x \rightarrow \infty} \bar{F}(\lambda x) / \bar{F}(x) .
\end{aligned}
$$

Here, we use $n \bar{F}(\lambda x) \rightarrow 0$, as $n \rightarrow \infty$, holds uniformly for $x \geqslant \gamma n$ in the inequality. Since $F \in \mathscr{C}$ and $\lambda>1$ is arbitrary, we can conclude that

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \inf _{x \geqslant \gamma n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) /(n \bar{F}(x)) \geqslant \alpha \lim _{\lambda>1} \liminf _{x \rightarrow \infty} \bar{F}(\lambda x) / \bar{F}(x)=\alpha . \tag{15}
\end{equation*}
$$

Now we start to estimate the upper bound. For any $\theta \in(0,1)$, we define

$$
\widetilde{X}_{k}:=X_{k} I_{\left(X_{k} \leqslant \theta x\right)} \text { for } k \geqslant 1, \quad \widetilde{S}_{n}:=\sum_{1 \leqslant k \leqslant n} \widetilde{X}_{k} \quad \text { and } \quad \widetilde{x}:=x+\sum_{1 \leqslant k \leqslant n} \mu_{k} .
$$

By a standard truncation argument, we can show that

$$
\begin{align*}
\mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) & \leqslant \mathrm{P}\left(\max _{1 \leqslant k \leqslant n} X_{k}>\theta x\right)+\mathrm{P}\left(\max _{1 \leqslant k \leqslant n} X_{k} \leqslant \theta x, S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) \\
& \leqslant \sum_{1 \leqslant k \leqslant n} \mathrm{P}\left(X_{k}>\theta x\right)+\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) . \tag{16}
\end{align*}
$$

Applying (13) to the first term in (16), we can conclude that, for any $\delta_{2}>0$,

$$
\begin{align*}
\mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) & \leqslant \sum_{1 \leqslant k \leqslant n} \bar{F}_{k}(\theta x)+\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) \\
& \leqslant\left(1+\delta_{2}\right) \beta n \bar{F}(\theta x)+\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) . \tag{17}
\end{align*}
$$

We estimate the second term in (17). Let $a=\{-\log (n \bar{F}(\theta x)), 1\}$, which tends to $\infty$ holds uniformly for $x \geqslant \gamma n$. For arbitrarily fixed $h=h(x, n)>0$, we have

$$
\begin{equation*}
\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) /(n \bar{F}(\theta x)) \leqslant \mathrm{e}^{-h \tilde{x}+a} \mathrm{E}^{\mathrm{e}^{\widetilde{S}_{n}}} \leqslant \exp \left\{\sum_{1 \leqslant k \leqslant n} \int_{0}^{\theta x}\left(\mathrm{e}^{h t}-1\right) \mathrm{d} F_{k}(t)-h \widetilde{x}+a\right\} . \tag{18}
\end{equation*}
$$

Here we use the property of NA r.v.'s (see Property $P_{2}$ and $P_{6}$ of [11]) in the second inequality. The value of $h$ above will be specified later. We split the integral on the righthand side of (18) into two terms, and applying an inequality $\mathrm{e}^{x}-1 \leqslant x \mathrm{e}^{x}$ for all $x$, we obtain that for every $k \geqslant 1$,

$$
\begin{align*}
\int_{0}^{\theta x}\left(\mathrm{e}^{h t}-1\right) \mathrm{d} F_{k}(t) & =\int_{0}^{\theta x / a^{2}}\left(\mathrm{e}^{h t}-1\right) \mathrm{d} F_{k}(t)+\int_{\theta x / a^{2}}^{\theta x}\left(\mathrm{e}^{h t}-1\right) \mathrm{d} F_{k}(t) \\
& \leqslant \mathrm{e}^{h \theta x / a^{2}} \int_{0}^{\theta x / a^{2}} h t \mathrm{~d} F_{k}(t)+\mathrm{e}^{h \theta x} \bar{F}_{k}\left(\theta x / a^{2}\right) \\
& \leqslant h \mu_{k} \mathrm{e}^{h \theta x / a^{2}}+\mathrm{e}^{h \theta x} \bar{F}_{k}\left(\theta x / a^{2}\right) \tag{19}
\end{align*}
$$

Plugging (19) into (18) yields that, for all large $n$, for any $\delta_{3}>0$ and for any $\delta_{4}>0$, we have

$$
\begin{align*}
\frac{\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right)}{n \bar{F}(\theta x)} & \leqslant \exp \left\{h \sum_{1 \leqslant k \leqslant n} \mu_{k} \mathrm{e}^{h \theta x / a^{2}}+\mathrm{e}^{h \theta x} \sum_{1 \leqslant k \leqslant n} \bar{F}_{k}\left(\theta x / a^{2}\right)-h \widetilde{x}+a\right\} \\
& \leqslant \exp \left\{h \sum_{1 \leqslant k \leqslant n} \mu_{k}\left(\mathrm{e}^{h \theta x / a^{2}}-1\right)+\left(1+\delta_{3}\right) \beta \mathrm{e}^{h \theta x} n \bar{F}\left(\theta x / a^{2}\right)-h x+a\right\} \\
& \leqslant \exp \left\{\left(1+\delta_{4}\right) h n \bar{\mu}\left(\mathrm{e}^{h \theta x / a^{2}}-1\right)+\left(1+\delta_{3}\right) \beta B a^{2 \rho} \mathrm{e}^{h \theta x} n \bar{F}(\theta x)-h x+a\right\} \tag{20}
\end{align*}
$$

Here we use (3) in the second inequality, and use Assumption (B) and Lemma 8 in the third inequality. Let $h=(a-2 \rho \log a) /(\theta x)$ in (20), we obtain that, for all large $n$, for any $\delta_{5}>0$,

$$
\begin{align*}
\mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) /(n \bar{F}(\theta x)) & \leqslant \exp \left\{\left(1+\delta_{4}\right) n h \bar{\mu}\left(\mathrm{e}^{a^{-1}}-1\right)+\left(1+\delta_{3}\right) \beta B-(a-2 \rho \log a) \theta^{-1}+a\right\} \\
& \leqslant \mathrm{e}^{\left(1+\delta_{3}\right) B \beta} \exp \left\{\left(1-\theta^{-1}+\left(1+\delta_{4}\right) \delta_{5}\right) a\right\} \tag{21}
\end{align*}
$$

Let $\delta_{2} \downarrow 0, \delta_{3} \downarrow 0, \delta_{4} \downarrow 0, \delta_{5} \downarrow 0$, combining (21) with (17) we have $\limsup _{n \rightarrow \infty} \sup _{x \geqslant \gamma n} \mathrm{P}\left(S_{n}-\sum_{1 \leqslant k \leqslant n} \mu_{k}>x\right) /(n \bar{F}(\theta x)) \leqslant \beta+\limsup _{n \rightarrow \infty} \sup _{x \geqslant \gamma n} \mathrm{P}\left(\widetilde{S}_{n}>\widetilde{x}\right) /(n \bar{F}(\theta x))=\beta$.

Since $F \in \mathscr{C}$ and the arbitrariness of $\theta \in(0,1)$ we obtain that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{x \geqslant \gamma n} \frac{\mathrm{P}\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x\right)}{n \bar{F}(x)}=\lim _{\theta \nearrow 1} \limsup _{n \rightarrow \infty} \sup _{x \geqslant \gamma n}\left(\frac{\mathrm{P}\left(S_{n}-\sum_{k=1}^{n} \mu_{k}>x\right)}{n \bar{F}(\theta x)} \frac{\bar{F}(\theta x)}{\bar{F}(x)}\right) \leqslant \beta \tag{22}
\end{equation*}
$$

The result (4) follows from (15) and (22).

### 5.2 The Proof of Theorem 16

Proof By Lemma 9 with $\zeta(t)=N(t) / \lambda(t)$, we can easily see that Assumption I implies

$$
\begin{equation*}
N(t) / \lambda(t) \xrightarrow{\mathrm{P}} 1 . \tag{23}
\end{equation*}
$$

By the same approach as used in the proof of Lemma 4.2 of [2] and Theorem 4.1 of [4] we know that, for any $\delta>0$, we have

$$
\begin{align*}
& \mathrm{P}(S(t)-\mathrm{E}(S(t))>x) \\
= & \sum_{n \geqslant 0} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right) \\
= & \left(\sum_{n \leqslant(1+\delta) \lambda(t)}+\sum_{n>(1+\delta) \lambda(t)}\right) \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right) . \tag{24}
\end{align*}
$$

First, we estimate the first term in (24), clearly,

$$
\begin{align*}
& \sum_{n \leqslant(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right) \\
= & \sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)}+\sum_{n-\lambda(t)<-\epsilon(t) \lambda(t)}+\sum_{\epsilon(t) \lambda(t)<n-\lambda(t)<\delta \lambda(t)} \\
= & K_{1}+K_{2}+K_{3} . \tag{25}
\end{align*}
$$

Here $\epsilon(t)$ is a positive function, such that $\epsilon(t) \rightarrow 0$ as $t \rightarrow \infty$. By Lemma 12 and Assumption (B), we know that, for any $\delta_{6}>0, t \rightarrow \infty$,

$$
\left(1-\delta_{6}\right) \lambda(t) \bar{\mu} \leqslant \mathrm{E} S(t) \leqslant\left(1+\delta_{6}\right) \lambda(t) \bar{\mu} .
$$

Start with the estimation of $K_{1}$, for any $\delta_{7}>0$,

$$
\begin{aligned}
K_{1} & \leqslant \sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}\left(S_{n}\right)>x-\left(1+\delta_{6}\right) n \bar{\mu}+\left(1-\delta_{6}\right) \bar{\mu} \lambda(t)\right) \\
& \leqslant \sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}\left(S_{n}\right)>x-\epsilon(t) \lambda(t) \bar{\mu}-\delta_{6}(n+\lambda(t)) \bar{\mu}\right) \\
& \leqslant \beta\left(1+\delta_{7}\right)(1+\epsilon(t)) \lambda(t) \bar{F}(x) \sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n) .
\end{aligned}
$$

Here, in the last step, we use Theorem 15 and the fact

$$
\bar{F}\left(x-\epsilon(t) \lambda(t) \bar{\mu}-\delta_{6}(n+\lambda(t)) \bar{\mu}\right) \leqslant \beta\left(1+\delta_{7}\right) \bar{F}(x) .
$$

for any fixed $\gamma>0$, holds uniformly for $x>\gamma \lambda(t)$, as $t \rightarrow \infty$, since $F \in \mathscr{C}$. For any $\delta_{8}>0$, by the same treatment we obtain the corresponding asymptotic lower bound as

$$
K_{1} \geqslant\left(1-\delta_{8}\right) \alpha(1-\epsilon(t)) \lambda(t) \bar{F}(x)(1-o(1)) \sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n),
$$

for any fixed $\gamma>0, x>\gamma \lambda(t)$, as $t \rightarrow \infty$. Furthermore, according to (23), we have

$$
\sum_{|n-\lambda(t)|<\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n)=\mathrm{P}(|N(t)-\lambda(t)|<\epsilon(t) \lambda(t)) \rightarrow 1, \quad \text { as } t \rightarrow \infty .
$$

Thus, we can obtain

$$
\begin{equation*}
\alpha \leqslant \liminf _{t \rightarrow \infty} \inf _{x \geqslant \gamma \lambda(t)} \frac{K_{1}}{\lambda(t) \bar{F}(x)} \leqslant \limsup _{t \rightarrow \infty} \sup _{x \geqslant \gamma \lambda(t)} \frac{K_{1}}{\lambda(t) \bar{F}(x)} \leqslant \beta . \tag{26}
\end{equation*}
$$

Next, we estimate $K_{2}$, for any $\delta_{9}, \delta_{10}>0$,

$$
\begin{align*}
K_{2} \leqslant & \mathrm{P}\left(S_{[(1-\epsilon(t)) \lambda(t)]}-\mathrm{E}(S(t))>x\right) \sum_{n-\lambda(t)<-\epsilon(t) \lambda(t)} \mathrm{P}(N(t)=n) \\
\leqslant & \mathrm{P}\left(S_{[(1-\epsilon(t)) \lambda(t)]}-\mathrm{E} S_{[(1-\epsilon(t)) \lambda(t)]}>x+\left(1-\delta_{9}\right) \lambda(t) \bar{\mu}-\left(1+\delta_{9}\right)[(1-\epsilon(t)) \lambda(t)] \bar{\mu}\right) \\
& \times \mathrm{P}(N(t)-\lambda(t)<-\epsilon(t) \lambda(t)) \\
\leqslant & \delta_{10}\left(1+\delta_{10}\right)^{2} \beta[(1-\epsilon(t)) \lambda(t)] \bar{F}(x)=o(\lambda(t) \bar{F}(x)), \tag{27}
\end{align*}
$$

where $\delta_{9}$, and $\delta_{10}$ are small enough. By the same approach as used in the proof of $K_{2}$, we know that

$$
\begin{equation*}
K_{3}=o(\lambda(t) \bar{F}(x)) . \tag{28}
\end{equation*}
$$

Plugging (26), (27) and (28) into (25) we can obtain for any fixed $\gamma>0$,

$$
\begin{align*}
\alpha & \leqslant \liminf _{t \rightarrow \infty} \inf _{x \geqslant \gamma \lambda(t)} \frac{\sum_{n \leqslant(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right)}{\lambda(t) \bar{F}(x)} \\
& \leqslant \limsup _{t \rightarrow \infty} \sup _{x \geqslant \gamma \lambda(t)} \frac{\sum_{n \leqslant(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right)}{\lambda(t) \bar{F}(x)} \leqslant \beta . \tag{29}
\end{align*}
$$

for any fixed $\gamma>0$, holds uniformly for $x>\gamma \lambda(t)$, as $t \rightarrow \infty$.
To complete the proof, it remains to estimate the second term in (24). We use Lemma 11 and set $t=1, y_{k}=x /(2 v), v>1, y=x / v, v>1\left(y>\max _{1 \leqslant k \leqslant n}\left\{y_{k}\right\}\right.$ for large $\left.x\right)$, for any $\delta_{11}, \delta_{12}>0$, we obtain

$$
\begin{aligned}
\mathrm{P}\left(S_{n} \geqslant x\right) & \leqslant \sum_{1 \leqslant k \leqslant n} \mathrm{P}\left(X_{k} \geqslant y_{k}\right)+\exp \left\{x y^{-1}-x y^{-1} \ln \left(x /\left[\sum_{k=1}^{n} \int_{0}^{y_{k}} u \mathrm{~d} F_{k}(u)\right]+1\right)\right\} \\
& \leqslant \sum_{1 \leqslant k \leqslant n} \mathrm{P}\left(X_{k} \geqslant x /(2 v)\right)+\exp \left\{v-v \ln \left(\frac{x}{n \bar{\mu}\left(1+\delta_{11}\right)}\right)\right\} \\
& \leqslant\left(1+\delta_{12}\right) \beta n \bar{F}(x /(2 v))+\mathrm{e}^{v}\left(n \bar{\mu}\left(1+\delta_{11}\right)\right)^{v} x^{-v} .
\end{aligned}
$$

Hence, we have

$$
\sum_{n>(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right)
$$

$$
\begin{align*}
\leqslant & \sum_{n>(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}>x\right) \\
\leqslant & \left(1+\delta_{12}\right) \beta \bar{F}(x /(2 v)) \sum_{n>(1+\delta) \lambda(t)} n \mathrm{P}(N(t)=n) \\
& +\left(\mathrm{e} \bar{\mu}\left(1+\delta_{11}\right)\right)^{v} x^{-v} \sum_{n>(1+\delta) \lambda(t)} n^{v} \mathrm{P}(N(t)=n) \\
= & J_{1}+J_{2} . \tag{30}
\end{align*}
$$

Firstly, we estimate $J_{1}$. From Assumption I, we know that

$$
\sum_{n>(1+\delta) \lambda(t)} n \mathrm{P}(N(t)=n)=o(\lambda(t))
$$

So, we have

$$
\begin{equation*}
J_{1} \leqslant\left(1+\delta_{12}\right) B \beta(2 v)^{\rho} \bar{F}(x) o(\lambda(t))=o(\lambda(t) \bar{F}(x)) \tag{31}
\end{equation*}
$$

Here we have used the Lemma 8 in the first inequality. Where $B$ is a positive number and $\rho>\gamma_{F}$. Next, we estimate $J_{2}$. Setting $v$ in $J_{2}$ equal to $p$, where $p>\gamma_{F} \geqslant 1$, we obtain

$$
\begin{align*}
J_{2} & =\left(\mathrm{e} \bar{\mu}\left(1+\delta_{11}\right)\right)^{p} x^{-p} \sum_{n>(1+\delta) \lambda(t)} n^{p} \mathrm{P}(N(t)=n) \\
& =O(\lambda(t))\left(\mathrm{e} \bar{\mu}\left(1+\delta_{1} 1\right)\right)^{p} x^{-p}=o(\lambda(t) \bar{F}(x)) \tag{32}
\end{align*}
$$

where we use Assumption I in the second equality, and use Lemma 7 in the last equality. Plugging (31), (32) into (30), we know that

$$
\begin{equation*}
\sum_{n>(1+\delta) \lambda(t)} \mathrm{P}(N(t)=n) \mathrm{P}\left(S_{n}-\mathrm{E}(S(t))>x\right)=o(\lambda(t) \bar{F}(x)) \tag{33}
\end{equation*}
$$

Plugging (29) and (33) into (24), we know that (5) holds.
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#### Abstract

摘 要：本文研究非负，不同分布，负相协随机变量的精细大偏差问题．在相对较弱的条件下，重点解决了非随机和的精细大偏差的下限问题，得到相对应的随机和的一致渐近结论。同时，对复合更新风险模型进行了深入的讨论，在一定的条件之下将其简化为一般的更新模型，并将所得相关的精细大偏差的结论应用到更为实际的复合更新风险模型中，验证了其理论与实际价值。除此之外，本文的研究还表明，随机变量间的这种相依关系对精细大偏差的最终结果的影响并不大。
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